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ABSTRACT 

Today, the only accessible simulation method to gain 

insight into more detailed room thermal comfort is to 

use CFD. Unfortunately, CFD is much too cumber-

some to apply on a routine basis. To gain information 

that represents longer periods (such as years) and that 

includes radiation and thermal mass effects, execution 

time becomes prohibitively long. Another fundamen-

tal problem with CFD is that significant work must be 

spent on the development of a suitable computational 

grid. This paper investigates the possibility of obtain-

ing sufficiently accurate design information by im-

proving the accuracy of a traditional well-mixed 

building simulation zone model. A Modelica zone 

model has been developed that is enhanced by three 

means: (1) view factors are computed for arbitrary, 

also self-obstructing, zone geometries, (2) vertical 

gradients are computed by a multi-node 1D model, 

and (3) jet and plume flow element theory is applied 

to track individual jets from salient heat or mass 

sources. The main design decisions are presented 

along with some preliminary computational results.  

INTRODUCTION 

The main variables for determining thermal comfort 

are, in rough order of importance: direct sunlight, air 

temperature, radiant temperature, air velocity, and air 

moisture. Correct design decisions about energy vs. 

comfort require information about the simultaneous 

magnitude of these quantities during the whole season 

when heating or cooling systems are in operation. 

In a well-designed room, air velocities in the occupied 

zone will remain below a level where draft can be 

sensed, approximately 0.1 m/s. From a design per-

spective, there is no primary need to describe the full 

flow field of the room. It is sufficient to ensure that 

high velocities are unlikely to occur in the occupied 

zone. In atria, other tall rooms, or in rooms with dis-

placement ventilation, the vertical temperature distri-

bution can also have a significant impact on energy 

use and comfort. For non-industrial applications, 

contaminant levels are primarily related to long-term 

health effects rather than comfort, and their variation 

within a room will seldom be a key design issue. 

Given the enormous possibilities to predict flow fields 

that CFD has brought to numerous domains, it is only 

natural that much of the scientific discussion on in-

door climate and building energy use also has cen-

tered on CFD. However, as a means of economically 

assessing draft risk and vertical temperature gradients, 

CFD has serious shortcomings. Key to predictions of 

draft risk in an indoor environment is the understand-

ing of jets and plumes, i.e. regions of relatively high 

velocities in a uniform direction in an otherwise al-

most stagnant fluid. If jets penetrate the occupied 

region in unintended ways, there will be discomfort.  

A turbulent flow, such as that of most jets and 

plumes, features a chaotic system of vortices over a 

wide range in both time and space. Any practical CFD 

method must therefore provide a turbulence model 

that allows some time average of the flow to be pre-

dicted instead of the real fluctuating flow. The global 

effects of a turbulent jet or plume flowing into still air 

will, at a fundamental level, depend on this complex 

system of vortices. These effects can, in principle, be 

computed by a numerical solution of the Navier-

Stokes equations, using a fine grid and some suitable 

empirical turbulence model, or they can be described 

directly by semi-empirical analytical expressions – 

flow elements.  

Since the early nineties, the concept of zonal models 

has been investigated by several researchers to over-

come the computational burden of CFD for building 

simulation (Inard, Bouia, & Dalicieux 1996) 

(Haghighat, Li, & Megri 2001) (Stewart, Ren 2006) 

(Song et al. 2008) (Villi, Pasut, & De Carli 2009) 

(Norrefeldt, Nouidui, & Grün 2010). Basically, they 

aim at obtaining a sufficiently detailed flow field but 

with a much coarser grid than is applied in a normal 

CFD study. Several researchers have utilized some 

form of explicit jet models in their zonal models, and 

a common concept is to ask the user to divide the 

domain into suitable subzones to capture the main 

flow pattern. In spite of these efforts, (Mora, Gadgil, 

& Wurtz 2003) conclude that coarse grid CFD still 

delivers more cost-effective results than this class of 

zonal models.  

None of the proposed zonal models has, to the best of 

our knowledge, been successfully implemented and 

appreciated in a widely used whole-building simula-

tion package. One possible reason is the static nature 

of the flow field that is required in order to optimize 



the subzone structure with respect to the flow – a 

requirement for most zonal models. However, many 

of the most relevant flow elements are in fact far from 

static. The centerline path will be entirely different 

depending on the actual air flow and temperature 

difference. The risk of a jet detaching from the ceiling 

and “falling down” into the occupied zone under 

some conditions is indeed one of the most relevant 

things to study, and it can not be done if the model 

itself prescribes a static flow path.  

Flow element theory is based on a combination of 

theoretical fluid dynamics and empirical experiments 

and observations. In (Nielsen 2007) flow elements, 

CFD and full-scale experiments are discussed as 

complementary methods for the design of room air 

distribution systems. Nielsen argues that flow ele-

ments are well suited when ventilation is either based 

on mixing or displacement strategies. On the other 

hand, some air distribution systems cannot today be 

adequately described by flow elements, (such as a 

textile ceiling diffusor inlet). In these situations, CFD 

or full scale experiments are preferable according to 

(Nielsen 2007). 

The description of flow elements is continuously 

growing, covering more flows and interactions; (Cao, 

Ruponen & Kurnitski 2010) has, for example, recent-

ly contributed to the description of flow elements 

describing the velocity distribution when a plane jet 

collides with a corner.  

Air terminal manufacturers make measurements of the 

velocity distribution from their devices. These results 

can be used in simulations with flow elements to 

compute initial flow element boundary conditions.  

The purpose of this work is to develop a new method 

and framework for computation of flow element 

propagation in rooms with arbitrary polygon-

delimited geometry and to apply this to the simplest 

possible “zonal” model: a vertical division of the zone 

air into layers. The implementation of the model into 

a widely used whole building simulator, IDA Indoor 

Climate and Energy (IDA ICE), will enable a thor-

ough evaluation of the range of accuracy and practical 

applicability of the model by independent researchers. 

As with any IDA ICE model, the model is imple-

mented as open, equation-based source code, enabling 

independent experimentation with variations. 

In the next section, the basic properties of a new zone 

model will be introduced. After this, the main equa-

tions of the model will be presented; finally, the paper 

concludes with some preliminary computational re-

sults, the present state of the project, and future plans. 

DESIGN DECISIONS 

The new zone model has been developed in Modelica 

(www.modelica.org) for use in IDA ICE. It has three 

main characteristics, which separate it from previous 

state of the art: 

1. A code for computation of view factors for arbi-

trary polygon delimited zone geometries with ob-

structions is implemented. 

2. A simplified model for estimation of vertical 

temperature gradient has been implemented. Es-

sentially, this is the same type of model as is used 

for temperature prediction in a stratified thermal 

storage tank.  

3. Flow element models have been associated with 

specific room features such as hot or cold vertical 

surfaces, mechanical ventilation terminals, occu-

pants, equipment, and flow openings. Within the 

reach of each flow element, (absolute) air veloci-

ty and temperature are given by the flow element 

model. If two or more flow elements coincide, 

the most influential model as determined by ve-

locity prevails.  

Cartesian grids for field measurement have been de-

fined. Based on these, various comfort measures are 

computed on the same grid.  

Radiation and View factors  

As already discussed, correct modelling of radiation is 

essential to predict thermal comfort. In the new mod-

el, the location of the illuminated patch of direct sun-

light is computed for each window. Diffuse shortwave 

and longwave radiation exchange between surfaces is 

computed by the radiosity method, relying on view 

factors. For simple box geometries, the matter is 

straightforward; view factors can easily be computed. 

However, even for an L-shaped room, a simple algo-

rithm will fail. Not all surfaces will “see” each other. 

In modern architecture irregular shapes are extremely 

common.  

In the new zone model, a program by Walton (Walton 

2002) that computes view factors for arbitrary poly-

gon delimited volumes has been employed.  

1D vertical finite difference model 

Several authors have proposed and for some situations 

validated the simplest possible of “zonal models”: a 

vertical division of the zone air into several layers 

(stacked zones). The Mundt model, based on an ap-

proximation of a linear vertical gradient, was imple-

mented in the very first release of IDA Indoor Climate 

and Energy in 1998. It has shown favorable agree-

ment with real displacement ventilation situations, not 

only in lab measurements but also by application in 

many actual projects. Other authors have tested multi 

node models that also performed well in displacement 

ventilation situations (Li, Sandberg & Fuchs 1992) 

(Rees & Haves 2001). 

The model selected for this work was first proposed 

by (Togari, Arai, & Miura 1993). The model has been 

favorably validated with respect to test cell and full-

scale atrium measurements by (Arai, Togari, & Miura 

1994) and (Takemasa, Togari, & Arai 1996). The 

model is based on a 1D vertical finite difference mod-

el which is augmented with explicit disturbances in 

http://www.modelica.org/


the form of any number of jets, plumes, and wall 

currents.  

Flow elements 

All mass in-flows are attributed to individual flow 

elements that are tracked until they are regarded as 

dissolved. Out-flows are assumed to have approxi-

mately spherical isovelocity surfaces. Individual 

thermal plumes are generated at each distinct heat 

source and also where the direct sunlight from a win-

dow hits a surface. Convective flows that are generat-

ed by heat transfer at the main surfaces are also treat-

ed by special wall current models.  

For the testing of the proposed approach, focus has 

been put on wall currents and on 3D jets and plumes. 

The progress of each 3D flow element is integrated 

along its trajectory, with the following conditions for 

shifting to a new segment: 

1. The flow element is leaving a layer of con-

stant temperature 

2. The flow element is impinging on a surface 

3. The flow element is detaching from a surface 

4. The centerline velocity of the flow element is 

below 0.1 m/s (in which case the flow ele-

ment is terminated) 

In reality, flow elements need to progress a bit until 

the characteristic, self-similar flow has been estab-

lished. For a round jet, the flow has been established 

approximately 8 diameters (of the source) down-

stream. At this stage in this work, we disregard the 

different flow type during the establishment phase. 

The work will be extended to include radial jets, grav-

ity currents, and other types of analytically predicta-

ble flows once the initial validation has succeeded. 

Figure 1 shows a visualization of the temperature on a 

plane around and within a flow element from an open 

roof window. 

 

 
Figure 1. Flow element visualization 

 

THEORY 

In this section, a mathematical description of the core 

of the model is given. 

Mass balance 

The zone is discretized in horizontal layers starting 

from the floor. Flows are defined as positive in the 

upward direction and from flow elements to layers. 

To simplify the notation, we include leaks, openings, 

and wall currents in what is referred to as flow ele-

ments below. 
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where 

i = layer number, from floor upward 

lay_im  = air mass flow between layer i and i+1 

(kg/s) 
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  net air mass flow between flow element j 

and layer i (kg/s) 

ijflowm _
  = air mass flow from flow element j to layer 

i (kg/s) 

ijflowm _
  = air mass flow from layer i to flow element 

j (kg/s) 

nLay = number of  layers 

nFlow = number of  flow elements. 

Heat balance 

The heat transport is given by equation 
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and 

Vi = volume of layer i (˚C) 

Ti = air temperature in layer i (˚C) 

Tflow_j_i = air temperature in flow element j in layer i 

(˚C) 

Tfloor = floor temperature (˚C) 

Tceiling = ceiling temperature (˚C) 



Wi = humidity ratio in layer i (kg/kg) 

Ei = cpAir Ti + Wi (hpVap + cpVap Ti ) = air enthalpy 

in layer i (J/kg) 

Eflow_j_i = cpAir Tflow_j_i + Wflow_j_i (hpVap + cpVapTflow_j_i)  

= enthalpy in flow element j in layer i (J/kg) 

 = density of air (kg/m3) 

cpAir = specific heat of air (J/kg/˚C) 

cpVap = water vapor specific heat (J/kg/˚C) 

hpVap = water vaporization heat (J/kg) 

air = conductivity in air  (W/m/˚C) 

hair = heat transfer coefficient  (W/ m2/˚C) 

LTurb = empirical parameter for temperature inver-

sion  (m) 

Qcond_i = heat from conduction between layers i and 

i+1 (W) 

Qtrans_i = heat through mass transport between layers 

i and i+1 (W) 

inv_im  = inversion mass flow between layers i and 

i+1 (kg/s) 

Qinv_i = heat from inversion between layers i and 

i+1 (W) 

Qflow_i = net heat flow between flow elements and 

layer i (W) 

ijflowQ _  = heat flow from flow element j to layer i (W) 

Qother_i = local heat sources/sinks, heat exchange with 

walls, etc. in layer i (W) 

hi = height of layer i (m) 

Atop_i = cross section area at top of layer i (m2) 

Abot_i = cross section area at bottom of layer i (m2). 

Vapor balance 

The vapor transport is given by equation  
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and 

Wi = humidity ratio in layer i (kg/kg) 

Wflow_j_i = humidity ratio in flow element j in layer i 

(kg/kg) 

 = density of air (kg/m3) 

Ftrans_i = vapor transport between layers i and i+1 (kg/s) 

inv_im  = inversion mass flow between layers i and i+1 

(kg/s) 

Finv_i = vapor flow from inversion between layers i 

and i+1 (kg/s) 

Fflow_i = net vapor flow between flow elements and 

layer i (kg/s) 

Fother_i = local vapor sources/sinks, etc (kg/s). 

 

CO2 balance 

The CO2 transport is given by equation 

iotheriflowiinvitrans
i

i FFFF
dt

dX
V ____   

where 

1___ ),0min(),0max(  iilayiilayitrans XmXmF 

0,0

)(

_0_

1_ ,1,1,



  

nLayinvinv

iiinv_iiinv

FF

XXmF nLayi

iii FFF  1  

 


 

nFlow

j

iijflowijflowijflowiflow XmXmF

1

_____
  

and 

Xi = fraction CO2 in layer i (mg/kg) 

Xflow_j_i = fraction CO2 in flow element j in layer i 

(mg/kg) 

 = density of air in layer i (kg/m3) 

Ftrans_i = CO2 transport between layers i and i+1 (mg/s) 

inv_im  = inversion mass flow between layers i and i+1 

(kg/s) 

Finv_i = CO2 flow from inversion between layers i and 

i+1 (mg/s) 

Fflow_i = net CO2 flow between flow elements and layer i 

(mg/s) 

Fother_i = local CO2 sources/sinks, etc (mg/s). 

Flow elements 

The trajectory of each flow element is computed by 

numerically integrating the following differential 

equations (generalized from Etheridge & Sandberg 

1996) with appropriate initial conditions 
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where 

s = coordinate along trajectory from jet origin (m) 

Θ = deviation angle relative horizontal plane (rad) 

ey = unit vector vertically downward, direction of 

buoyancy (-) 

xc = center line horizontal position from jet origin (m) 

yc = center line vertical position from jet origin (m) 

uc = |u| = center line velocity (m/s) 

u = vector center line velocity (m/s) 

qp = volume flow (m3/s) 

m = specific momentum flux (m4/ s2) 

B = specific buoyancy flux (m4/ s3) = 

2.8x10-5Qsource  (for a plume originating from a 

heat source) 

F = total force per unit mass and unit length (m3/ s2) 

FB = buoyancy force per unit mass and unit length (m3/ 

s2) 

FC = external body force per unit mass and unit length 

(m3/ s2) 

F|| = force per unit mass and unit length  parallel to u 

(m3/ s2) 

F  = force per unit mass and unit length 

 perpendicular to u (m3/ s2) 

T  = ambient  temperature  (layer temperature)  (˚C) 

α = coefficient of entrainment (-) 

β = thermal expansion coefficient =  

1/T  for a perfect gas (1/K) 

g = gravitational acceleration  (m/ s2) 

Ii = jet profile constants, i = 1,3 (-) 

R = deviation radius  (m) 

ΔT = difference between centerline temperature and 

ambient temperature = 

3
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(˚C). 

When the trajectory of the jet is calculated, one 

obtains a sequence of known volume flows. 

Observing how this volume flow changes as a 

function of zone height, one can deduce layer volume 

exchange ikpq _ , where ik   denotes the non-

negative flow from layer k to layer i through the flow 

element. Hence if j is the number of the flow: 
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where 

in_jm  
= mass flow inserted into zone by flow element j 

(kg/s) 

Dj_i  = fraction of the inserted mass flow delivered to 

layer i by flow element j (-) 

Q in_j = heat inserted into zone by flow element j (W) 

jinW _
  = humidity flow inserted into zone by flow ele-

ment j (kg/s) 

jinX _
  = CO2 flow inserted into zone by flow element j 

(mg/s). 

Wall currents 

If the wall temperature is less than the mean air tem-

perature in the zone, the air is chilled and flows down 

along the wall in thin layers creating wall currents. 

Here, the model by (Togari, Arai, & Miura 1993) has 

been adopted. The volume flow from air layer i to the 

corresponding wall current and its temperature is 

computed as  
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where 

Vout_i = volume flow from air layer i to wall current 

(m3/s) 

Tout_i = temperature of air entering the wall current from 

layer i (˚C) 

Ti = air temperature in layer i (˚C) 

Twall = wall temperature (˚C) 

hair = film coefficient between wall and air layer (W/ 

m2/˚C) 

Awall_i = area of wall in layer i (m2) 

 = density of air (kg/m3) 

cpAir = specific heat of air (J/kg/˚C). 

   

The volume flow in wall current from layer i+1 and 

air flow from air layer i mix yielding 

ioutimdim VVV _1__     

and 
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where 

Vmd_i+1 = air volume flow of wall current from layer i+1 

to layer i (m3/s) 

Vm_i = air volume flow of wall current at layer i (m3/s) 

Tm_i = temperature of wall current at layer i (˚C) 

Wm_i = humidity ratio of wall current at layer i (kg/kg) 

Xm_i = fraction CO2 of wall current at layer i (mg/kg) 

Wi = humidity ratio in layer i (kg/kg) 

Xi = fraction CO2 in layer i (mg/kg). 

 

Some of the air in Vmd_i continues down to layer i-1 

and some returns to air layer i. The splitting is done 

using a coefficient pi. 
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where 

Vin_i = air volume flow from wall current to air layer i 

(m3/s). 

If the wall temperature is higher than the mean air 

temperature in the zone, then the current flows up 

along the wall. Such a flow is modeled in a similar 

way as described above. 

Hence, the influence of the wall current to the zone is: 

iinijflow Vm __     
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where 

Em_i = cpAir Tm_i + Wm_i (hpVap +cpVapTm_i )  = enthalpy of 

wall current in layer i (J/kg) 

cpVap = water vapor specific heat (J/kg/˚C) 

hpVap = water vaporization heat (J/kg). 

INITIAL RESULTS 

So far, two sets of measurements have been treated 

using the new model for testing its predictive capa-

bilities with respect to wall currents, plumes, and long 

wave radiation. 

MINIBAT test cell 

The wall current heat transfer properties of the new 

zone model have been initially tested with respect to 

measurements by (Inard, Bouia, & Dalicieux 1996) in 

the (3.1x3.1x2.5m) MINIBAT test cell (Allard et al. 

1987). Four cases have been compared, where surfac-

es were maintained at given temperatures according to 

Table 1. No solar radiation or ventilation was applied 

in these experiments. Five vertical layers were used; 

no study has been conducted to find an optimal num-

ber. 

 

Table 1. Measured mean surface temperatures for the 

MINIBAT test cases 

 
S N E W Ceil Floor 

Case 1 6.0 13.9 14.1 14.1 13.5 11.8 

Case 2 16.9 33.0 26.9 27.3 28.5 25.9 

Case 3 15.3 29.1 26.1 26.2 26.0 27.6 

Case 4 11.2 23.8 23.5 23.7 42.1 21.1 
 

 
Figure 2. Measurements and calculated results for the 

MINIBAT test cell 

Generally, the average room temperature is slightly 

under predicted. Some experiments with the model 

reveal that this is a direct consequence of the type of 

correlations used for film coefficients. The results of 

Figure 2 were obtained using simple fixed coeffi-

cients.  



Film coefficients aside, the model performs rather 

well in the prediction of vertical temperature gradient.  

Gävle test cell 

To evaluate the model with respect to displacement 

ventilation, long wave radiation, and thermal plumes, 

a test carried out at the Gävle laboratory of the Na-

tional Swedish Institute for Building Research was 

used (Li, Sandberg, and Fuchs, 1992 & 1993). The 

(4.2x3.6x2.75m) room was ventilated by a 

(0.50x0.45m) low velocity terminal located at floor 

level. Air is extracted at ceiling level. A cubic, porous 

heat source (0.4x0.3x0.2m) at 0.1m from the floor and 

2.7m from the supply air terminal provides a convec-

tive heat load. Wall and ceiling U-values are 0.36 

W/m
2
K, except for one wall (0.15 W/m

2
K) towards 

guard zones with given temperatures (generally 

23°C). The floor temperature outside the test cell was 

not measured; for the purpose of this study, it was 

assumed to be 23°C. Thirty vertical temperature lay-

ers were modelled to match the temperature sensors 

of the experiment. Walls were modelled as a single 

surface with uniform temperature. No experiments 

with other layer refinement or vertically separated 

wall temperatures were carried out. 

 

Table 2. Some key characteristics of Gävle test cases 

 

Sup. air 
flow [ACH] 

Sup. air 
temp. [°C] 

Heat 
[W] 

Wall 
emiss. 

Case A2 3 18.0 300 0.1 

Case B2 2 19.2 300 0.9 

Case B3 3 18.0 300 0.9 

Case B4 3 18.0 450 0.9 

 

Figure 3. Measurements and calculated results for the 

Gävle test cell 

Also here (Figure 3), there is a general under predic-

tion of room air temperature. The amount of air flow 

into the zone is not very accurately specified in the 

account of the measurement (only given as a single 

digit ACH), i.e. there may be some problem with the 

overall heat balance of the test cell. However, there 

may also be some problem with applying traditional, 

well mixed zone film coefficients for this type of 

model. This is an area that needs further investigation. 

The prediction of the gradient is quite reassuring.  

PRESENT STATE 

Currently, the model is operational in an experimental 

version of IDA ICE with a rather primitive user inter-

face. The initial testing has been positive in terms of 

results, computation time, and robustness. Therefore, 

the plan is to integrate it fully into the tool. A beta 

version can be expected by Q3 2012. 

Fundamental work still remains in a number of areas: 

1. A 3D model for the Coanda effect (jet wall 

attraction) will be proposed; present models 

in the literature are limited to simple geome-

tries. 

2. Models and methods for 3D flow element 

transitions will be further developed, e.g., 

from a free to a wall jet, passage of corners, 

etc. 

3. Further flow elements will be developed.  

4. Better models for internal film coefficients 

can be developed. Traditional correlations 

are intended to be used with respect to aver-

age (mixed) air temperatures, and here we 

have considerably more information that 

could be utilized, both in terms of local air 

temperature near the wall (floor or ceiling) 

and also in terms of velocity estimates near 

each surface. 

It should be recognized that the new model is also 

useful with a single (well mixed) air layer for compu-

tation of comfort measures that include both 

shortwave and longwave local radiation. 

CONCLUSION AND OUTLOOK 

A new type of zone model has been implemented in 

Modelica in the whole-building, full year building 

performance simulation program IDA Indoor Climate 

and Energy. Initial tests look favorable. 

In the next stage of this work, validation of the strati-

fication properties of more complex measured cases 

will be investigated and a description of its range of 

applicability will be formulated. The authors welcome 

cooperation with researchers who would like to inves-

tigate, validate, and improve the model further. 
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